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Background

DT a | Voronoi can be used to derive point
geometry attributes for the further continuous LOD
research.
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Challenges

Challenge

During the process massive point cloud can not be fitting in
the main memory of commodity computers.

Challenge 2:

Processing such massive point cloud, e.g. Delaunay
Triangulation, are usuall e-consuming.




Research Objective

To address these challenges, a parallel Delaunay triangulation algorithm will be
proposed for processing billions of points from discrete LiDAR LAS files.

eintegrate the idea of streaming computatio

eExploit the parallelism of the multi-core platform
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Delaunay Triangulation

A 2D Delaunay triangulation for a set P of points in a plane is a triangulation DT(P)
such that no point in P is inside the circumcircle of any triangle in DT(P).

oDT & Voronoi diagram

dual graph

V(p)={xeR":|x-p|<|x-q|,vYqeP, p=a}



Delaunay Triangulation Methods

elncremental Insertion

eSweepline

TN\

eDivide & Conquer (D&C)

Triangle : Jonathan Shewchuk, UC Berkley (a) (b) (c)
http://www.cs.cmu.edu/~quake/triangle.html



D&C Delaunay Triangulation

KD tree .
Quadrant DT ’ \
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can contam 2~3 points here, and also can be
D generalized to represent a rectangle block

Vertical Merge l

ob granularity &

leferent partition support
(kd tree, quad tree, grid, strips,...4 >




Parallel Streaming DT----Parallel pipelines

The job queue created by a breadth-first tree
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The job kd tree of a D&C DT

Parallel pipelines mapping



Streaming Computation

Streaming computation has four requirements:

.Sequential data access: in the strean del, the input data that are
operated upon should not be randomly accessed from disk or memory

-Linear execution: the operations on elements of the input streams are orderly
chained and work together as a pipeline.

-Data locality: when discrete elements of input streams pass through the
pipeline of operations, each kernel operation on a given element does not
involve too far away elements of streams.

-Memory recycling: streaming computation loads the in ta sequentially,
processes elements of input using a small memory b utputs results
immediately and frees partial or entire occupled memory space for later use. @




Parallel Streaming DT---- Finalized triangles

At any given time during the 2D Delaunay
triangulation, the triangles in the mesh can be divided
into two categories: finalized and unfinalized. The
triangle, which has already been guaranteed to be
part of the final output, is called the finalized triangle.
Any triangle that will be eliminated and thus not
appear in the final output, is called an unfinalized
triangle (Isenburg et al. 2006)

Block Another p from other
i blocks will invalidate Abcd
Boundary
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Roughly determined by O and o Intersection

A finalized triangle(Aabc) &
An unfinalized triangle(Abcd)



Parallel Streaming DT---- Erase of finalized triangles

Erase finalized triangles after the DT & Me

Subset after
Aerased
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s to realize memory reuse.
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Parallel Streaming DT---- The final version of one DT
pipeline
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Experimental Configuration

L )

Three performance evaluations
---InnerErase performance in the block DT

---Sequential performance compared with other ource DT methods

---Parallel performance and scalability

Experimental Data
---Synthetic point datasets with different distribution patterns (for test1)

—--real-world LAS files(0.883 billion points; 16.4GB; 2173 LAS files) (for test2 and 3)
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Hardware

---Two quad-core Intel Xeon E5405(2GHz eacl 3B DDR2-667 ECC SDRAM,
and 1TB SATA hard disk(7200rpm, 32MB cache)




Evaluation of finalized triangle erase
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T, is the time spent on Delaunay triangulation; T, is the time spent the Inner Erase step.
Pct. is the ratio of T, to T .. (Time in seconds)

Uhiforr Trivial and nearly negligible



Performance comparison between different DT methods

Triangle(D& Streaming TIN Execution Time:

1.Triangle
2.ParaStream
3.Streaming TIN

Blocks | Points

(LAS files) | (million)

Memory Usage:
1.Streaming TIN
2.ParaStream
3.Triangle

Streaming TIN uses an
internal multilevel ;
quadtree in each block.
This means a much
smaller granularity.

1110.29

Triangle : Jonathan Shewchuk, UC Berkley, 1996
Streaming TIN( LAStools): Martin Isenburg, UNC, 2006 (The owner of Rapidlasso GmbH )



H : 0.883 hillion points
Evaluation of parallel streaming DT i

2173 LAS files .

Direct output Compression on output

Threads
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Less I/O, Faster DT, Better Speedup
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Conclusion

A robust parallel D&C Delaunay triangulation scheme called ParaStream is proposed
particularly for shared-memory multicore architectures to process billions of LiDAR
points.

eScalable for billions of points

eScalable for tens of CPU cores

eVery efficient memory usage

NN




Future work

2D TIN = 3D Delaunay Triangulation;

Evaluation with much larger datasets (e.g. ahn2, 640 billion);

Implementation on top of database(e.g. MongoDB);
Hybrid computing support (CPU plus GPU tasks);

Applied in the discrete/continuous LoD point clouds
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Thanks for your attention!

guanxuefeng@whu.edu.cn



